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Abstract—Short-range wireless communication technologies have been used in many security-sensitive smartphone applications and services such as contactless micro payment and device pairing. Typically, the data confidentiality of the existing short-range communication systems relies on so-called “key-exchange then encryption” mechanism, which is inefficient, especially for short communication sessions. In this work, we present PriWhisper—a keyless secure acoustic short-range communication system for smartphones. It is designed to provide a software-based solution to secure smartphone communication without the key agreement phase. PriWhisper adopts the emerging friendly jamming technique from radio communication for data confidentiality. The system prototype is implemented and evaluated on several Android smartphone platforms for efficiency and usability. We theoretically and experimentally analyze the security of our proposed acoustic communication system against eavesdropping. In particular, we study the (in)separability of the data signal and jamming signal against blind signal segmentation (BSS) attacks such as independent component analysis (ICA). The result shows that PriWhisper provides sufficient security guarantees for commercial smartphone applications and yet strong compatibilities with most legacy smartphone platforms. As an application, we also develop AcousAuth—a novel smartphone-empowered system for personal authentication.

Index Terms—Acoustic short-range communication, blind signal segmentation (BSS), independent component analysis (ICA), Internet of things, out-of-band (OOB) channel, security and privacy, smartphone wireless communication.

I. INTRODUCTION

RECENT advancement of smartphones and tablet computing devices has witnessed the increasing popularity of short-range wireless communication in many mobile applications and services, such as mobile advertisement, contactless mobile payment, device pairing, etc. For instance, Near Field Communication (NFC) enables a low-power radio communication between two NFC-enabled devices by a simple touch. Such technology has been utilized by Google Wallet [1], which allows a smartphone user to store his/her credit and debit cards information on Google servers and then tap his/her NFC-enabled smartphone at the specialized terminal to make convenient purchases. Meanwhile, the improvement in screen resolution of smartphones exacerbates the immigration of conventional 1-D/2-D barcode usages to mobile phone-related applications. Several e-commerce business giants, e.g., Alipay [2] and PayPal [3], have also rolled out barcode-based payment services for retail customers.

Typically, such wireless communication technology offers a low data rate ad hoc channel between two portable devices within close physical proximity. This “short-range” feature makes them ideal candidates of so-called Out-Of-Band (OOB) channels for secure device pairing, e.g., [4] and [5]. Since the two communicating devices must be within 1–2 inches, it is extremely hard for an adversary to perform Man-in-the-Middle (MitM) attacks. Therefore, they may serve as low-cost authenticated channels without resorting to a Public Key Infrastructure (PKI) or trusted third parties.

On the other hand, as most short-range wireless communication based applications are in the public area, the confidentiality of the transmitted data must be strictly guaranteed against eavesdroppers in the wild. Unfortunately, this has not been satisfactorily addressed by current short-range wireless communication technologies, e.g., barcode-based system. Due to its fundamental design principle, the visual nature of barcode-based short-range communication makes them extremely vulnerable to shoulder sniffing. The widespread of surveillance cameras in public areas makes the situation even worse. Although NFC-based short-range communication systems are believed to have better security guarantees, they are also subject to (long distance) eavesdropping [6], where the transmitted data between two ISO IEO 14443 token-based NFC devices could be eavesdropped from 15 meters away. As a countermeasure, NFC forum proposed NFCIP-1 [7] and NFC-SEC-01 [8] specifications to enhance the data confidentiality of NFC communication. Namely, the sender and the receiver have to first utilize (elliptic curve) Diffie–Hellman key exchange protocol to set up a common secret key at the beginning of each session. However, most security-sensitive mobile applications just require very few round(s) of message exchange. Hence, the key exchange process might dominate the entire communication session. Similarly, as most barcode-based mobile applications only require a single-round barcode communication with very small amount of information, it is also very difficult to setup a secure connect or add security features without compromising the communication efficiency.
In recognizing these design challenges, in this work, we initiate the research endeavor to investigate a novel secure keyless short-range communication system, named PriWhisper, for smartphones. Different from aforementioned barcode and NFC technologies, PriWhisper is based on aerial acoustic communication, which is traditionally used in many underwater wireless communication scenarios, e.g., [9]–[11]. Here, we explore the unique properties of aerial acoustic communication to provide PriWhisper with a number of highly desirable features as well as clearly defined security strength. First of all, the transmission of acoustic signal does not require line-of-sight, which offers PriWhisper much higher usability than the barcode-based communication systems. Second, the computational power of most smartphones are sufficient to modulate/demodulate acoustic signals using a software acoustic modem; therefore, such acoustic communication systems can be easily deployed on most off-the-shelf smartphone platforms. Unlike NFC chips, it is safe to assume that all current smartphones are readily equipped with a speaker and microphone as required by the functionality of phones. Third, sound wave has inherent localization in the air medium, and it fades quickly when travels in distance. As a coin has two sides, this “terrible” feature naturally enhances the data confidentiality of acoustic communication systems against eavesdropping. Finally, when the carrier frequency of a smartphone acoustic communication system lies within audible bandwidth, it is easy to detect jamming like DoS attacks and locate the adversaries by human ears.

To achieve keyless secure communication, we adopt the friendly jamming technique [12] from radio communication. In a nutshell, the friendly jamming technique lets the receiver transmit a random jamming signal (artificial noise) while the sender is transmitting the data signal. Hence, nobody else can decode the recorded noisy signal except the receiver who knows its own jamming signal and thus can easily remove it from the received mixture signal. To deploy friendly jamming technique on a single-device receiver, it requires the receiver to have a full-duplex channel for simultaneous sending and receiving. This is a crucial reason why we choose aerial acoustic channel as a candidate. To the best of our knowledge, acoustic channel is the only full-duplex channel that we can control freely from smartphone operating system application programming interface (OS API). Namely, almost every smartphone can use its microphone and speaker simultaneously. We note that a NFC tag can only receive or send a signal, while the interrogating device can receive a signal at the same time when it sends a command. Therefore, NFC does not support sending and receiving data simultaneously with existing smartphone OS APIs, say Android 4.x series. Below, we summarize our contributions.

1) We design and implement PriWhisper—a secure keyless acoustic short-range communication system that exploits friendly jamming technique from radio communication for data confidentiality. To the best of our knowledge, it is the first work on extending friendly jamming technique to aerial acoustic communication system for smartphones.

2) We analytically and experimentally examine the security level of PriWhisper, especially in the presence of multiple-sensor eavesdroppers. In particular, we show that the adversary cannot separate the data signal and jamming signal even with multiple sensors using blind signal segmentation (BSS) technique in the recommended PriWhisper working scenarios, where the speakers of the two communicating smartphones are very close to each other.

3) We demonstrate PriWhisper has high efficiency, compatibility, and usability through system prototyping and evaluation on several Android smartphone platforms. The throughput of current prototype can reach approximately 1000 bps, which is sufficient for most security-sensitive smartphone applications. We also develop the AcousAuth system as a useful application.

The rest of this paper is organized as follows. Section II introduces our system architecture, threat model, and technical background. In Section III, we present the PriWhisper system design. In Section IV, we implement the proposed system and test its performance. We thoroughly analyze the security of our proposed system in Section V. In Section VI, we present the AcousAuth system as an application. Finally, Section VII summarizes related work, and a conclusion is given in Section VIII.

II. PRELIMINARIES

A. System Architecture

PriWhisper is designed to enable keyless secure acoustic short-range communication in both smartphone–smartphone and smartphone–terminal scenarios. Without loss of generality, our system prototype is implemented in the smartphone environment, but it is straightforward to make it support point-of-sale (POS) terminals. PriWhisper is purely realized by software that offers great compatibilities to various smartphone platforms without additional hardware requirement. Any smartphone armed with a microphone and speaker is a potential host of PriWhisper. Similar to NFC, the communication can be achieved by a simple touch. PriWhisper automatically initializes the keyless acoustic communication when two smartphones (or a smartphone and a POS terminal) are close to each other. All the users need to do is simply tapping their devices together face-to-face, and the data transmission process is triggered by the proximity sensors. The designed working distance of PriWhisper is more flexible than that of an NFC system, but it is recommended to be less than 0.5 cm for better security guarantees. As depicted in Fig. 1, both the sender and the receiver play audible acoustic signals during a secure communication, and the communication session length is only 1–2 s for most smartphone applications.

B. Security Goal and Threat Model

PriWhisper is expected to provide secure communication in the presence of both passive eavesdroppers, and its security against active adversaries can be enhanced with additional security mechanism but it is orthogonal to this work. The system security is analyzed in the standard line-of-sight (LOS) channel model, where the channel $h$ is approximated by the frequency-selective fading function $p(f_c, f)$, in which $f_c$ is the carrier...
frequency and \( \ell \) is the distance parameter. A similar channel model can be found in [13], on which the channel model assumes that all transmitted signals experience the same channel condition through one path. PriWhisper is designed to protect confidentiality of the transmitted data against single/multisensor eavesdroppers. In particular, multiple-sensor eavesdroppers may try to separate the data signal from his/her recorded mixture signals. The eavesdroppers are allowed to place their sensors (microphones) at any fixed locations in priori to the acoustic short-range communication.

Also, the mixing process consists of a linear time-invariant filtering of the source signals. To separate the source signals, the mixture signals are studied to obtain an optimal estimation of each source signal with the best possible quality.

There are many BSS algorithms in the literature. Most of them assume that the number of recorded mixture signals is the same as the number of signal sources, which is also known as well-determined or complete BSS. When the number of recorded mixture signals is more than the signal sources, such BSS algorithms are referred as overdetermined or under-complete BSS [14]. The signal mixtures are generally separated by multichannel time-invariant filtering, and the algorithms try to eliminate influence of certain spatial directions by applying linear de-mixing filters [15]. ICA is one of the most famous algorithms to solve well-determined and overdetermined BSS. A classic ICA approach estimates the de-mixing filters by assuming that the source signals are independent and non-Gaussian [16] or Gaussian with a nonstationary variance [13].

On the flip side, when there are less sensors than sources, the kind of BSS problems are called the under-determined or over-complete BSS. Many under-determined BSS approaches rely on more complex source models that assume a certain requirement on a specific source [17]. Under-determined mixture signals are usually separated by time-frequency masking methods [18], [19], which eliminate interference in certain time-frequency points.

D. ICA Technique Overview

ICA is one of the most successful BSS techniques. The goal of ICA is to find a linear representation of non-Gaussian signals so that the components are as statistically independent as possible, e.g., the two-sensor eavesdropping scenario. Let \( s_1 \) and \( s_2 \) be the two signal sources, and each microphone \( R_i \) records a composite signal \( x_i \), consisting of \( s_1 \) and \( s_2 \) signal components. Due to the difference in distance of these two microphones, \( x_1 \) and \( x_2 \) have different relative component offsets between \( s_1 \) and \( s_2 \). For simplicity, we omit any time delays and the channel noise, so we have the mixing model

\[
\begin{align*}
x_1 &= h_{11}s_1 + h_{12}s_2 \\
x_2 &= h_{21}s_1 + h_{22}s_2.
\end{align*}
\]

Given \( x_1 \) and \( x_2 \), ICA employs information theoretic principles to find an unmixing matrix \( W \) that can maximize the statistical independence of the estimated original signal sources. Here, independence implies nonlinear uncorrelatedness; to be specific, we say \( \hat{s}_1 \) and \( \hat{s}_2 \) are independent, if any nonlinear transformations \( g_1(\hat{s}_1) \) and \( g_2(\hat{s}_2) \) are uncorrelated in the sense that their covariance is zero. On the other hand, for two random variables that are nearly uncorrelated, such nonlinear transformations usually do not have zero covariance. By checking the
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**Fig. 1.** System architecture.

**Fig. 2.** Illustrative attack scenario where the eavesdropper uses two microphones.
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nonlinear uncorrelatedness of $\hat{s}_1$ and $\hat{s}_2$ computed from (1), we can tell how good the estimated unmixing matrix $W$ is

$$\hat{s} = \begin{bmatrix} \hat{s}_1 \\ \hat{s}_2 \end{bmatrix} = W \cdot x = \begin{bmatrix} w_{11} & w_{12} \\ w_{21} & w_{22} \end{bmatrix} \cdot \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}. \quad (1)$$

Eventually, we want to find a matrix $W$, so that the components $\hat{s}_1$ and $\hat{s}_2$ are uncorrelated and the transformed components $g_1(\hat{s}_1)$ and $g_2(\hat{s}_2)$ are some suitable nonlinear functions. The optimal matrix $W$ is computed iteratively; after each iteration, $W$ is updated by $\Delta W$ using the following two learning rules, where $x(t) = H \cdot s(t)$.

1) The Bell’s rule:

$$\Delta W \propto [W^{-1}]^T - 2 \cdot f(x(t)) \cdot s(t)^T.$$

2) The Amari’s rule:

$$\Delta W \propto [I - f(x(t)) \cdot s(t)^T] \cdot W.$$

The matrix $W$ is the estimate of the inverse of the mixing matrix $H$ and the function $f$ is a nonlinear sigmoid function, e.g., we can choose the hyperbolic tangent function $\tanh(\cdot)$ as $f(\cdot)$ in practice. The obtained unmixing matrix $W$ is then used to recover the original signal sources, but they might be arbitrarily scaled. In addition, the rows of the unmixing matrix $W$ might have a different ordering than the actual inverse of the mixing matrix $H$, so we have $W \cdot H = P$, where $P$ is a scaling and permutation finite impulse response (FIR) matrix. Therefore, the output of the aforementioned separation equation will be arbitrarily scaled, permutated, and delayed original sources. Those scaling and permutation problems can be easily solved by restricting the unmixing matrix update function, and we refer interested audience to [15] for details.

III. PriWhisper System Design

A. The Software Aerial Acoustic Communication Module Design

The architecture of our software aerial acoustic communication module is depicted in Fig. 3. Its main components are the modulator and the demodulator. The narrow-sense Bose, Chaudhuri, and Hocquenghem (BCH) error correcting code [20] is adopted as our channel coding algorithm. The raw data is first channel-encoded and then modulated to an acoustic signal by the modulator. This signal is transmitted by the sender’s speaker and collected by the receiver’s microphone through the air medium. The received acoustic signal is demodulated by the demodulator and then channel-decoded. In addition, the transmitted data string is padded with CRC-8 to detect transmission errors. Specifically, we employ frequency-shift keying (FSK) modulation scheme in our current prototype for its smartphone-friendly lightweight signal processing. We use M-ary FSK (MFSK), and each frequency is corresponding to one multi-bit symbol. Let $f_c$ be the carrier frequency and $\Delta f$ be the shifted frequency for each consecutive multi-bit symbol. Let $T$ be the symbol duration time (unit interval), and we can represent the modulated signal waveform as

$$s(t) = \Re(\{s_m(t) e^{j2\pi f_c t}\}, \quad m \in [0, M - 1], \quad t \in [0, T]$$

$$= \sqrt{2E \over T} \cos(2\pi f_c t + 2\pi m\Delta ft)$$

where $\Re(\cdot)$ returns the real component of a complex number, $i$ is the imaginary unit, and

$$s_m(t) = \sqrt{2E \over T} e^{j2\pi m\Delta ft}, \quad m \in [0, M - 1], \quad t \in [0, T].$$

Here, we use the coefficient $\sqrt{2E / T}$ to guarantee that each signal has an energy equal to $E$.

Once the acoustic signal is received, the receiver tries to detect the symbol transmitted over each unit interval from the received signal $r(t)$ after synchronization. Namely, it needs to determine which frequency component is present in each unit interval. We employ the quadrature receiver using a robust noncoherent detector, e.g., [21]. The quadrature receiver sums the square of the integral of the quadrature components of each frequency $\{f_c + m\Delta f\}_{m=0}^{M-1}$ of the received signal as

$$R_m = \left| \int_{0}^{T} r(t) e^{j2\pi (f_c + m\Delta f) t} dt \right|, \quad m \in [0, M - 1].$$

We use a calibration sequence to normalize the signal power for each frequency, so that the threshold value can be chosen independently of the frequency to decide the modulated symbols in each unit interval.

B. Determining Optimal Carrier Frequency

The speakers and microphones of all smartphone platforms are specially tailored according to human perception capability. Therefore, as limited by the smartphone hardware, our carrier frequency has to lie in the audible spectrum between 20 and 20,000 Hz. On the other hand, the working environment of PriWhisper might be noisy, especially in outdoor scenarios. Hence, the carrier frequency should be carefully selected to avoid environmental noise. For instance, human voice frequency band ranges from approximately 300–3400 Hz. In order to avoid the ambient noise spectrum, we analyzed a number of environmental noise samples collected from various indoor and outdoor places, such as restaurants. Fig. 4 shows the frequency distribution of two ambient noise samples collected near a road and in a pub. As can be seen, majority of the ambient
and thus it is desirable to set our carrier frequency above 8 kHz. Meanwhile, we notice that the microphone and speaker hardware of a commercial smartphone typically has different sensitivities for different frequencies. Fig. 5 depicts the frequency response curve tested on a Samsung Nexus S smartphone platform. The red line in Fig. 5 stands for the strength of source signal in various frequencies, and the strength of microphone’s received signal is plotted in blue. It is easy to see that the channel gain starts to drop dramatically when the signal frequency goes beyond 17 kHz. After considering all the above constraints, we choose our carrier frequency $f_c = 9$ kHz and $\Delta f = 1$ kHz and $M = 2, 4, 8$ for our system prototype. Hence, the receiver is able to filter out all the noise signal components below 8 kHz from the received signal for higher demodulation accuracy.

C. Adaptive Signal Strength Selection

PriWhisper is designed for smartphone environment, and thus the receiver (smartphone) is not expected to be able to transmit arbitrarily strong jamming signal. Without specialized hardware support, the jamming signal strength is always limited by the decibel level of the receiver’s speaker hardware in our system. To guarantee the confidentiality of the transmitted data, the system has to adjust the data signal strength of the sender adaptively. Ideally, the optimal decibel level of the data signal should be merely strong enough for the legitimated receiver to demodulate it without error. Once the system bit error rate (BER) performance for different SNRs is known (c.f., Section IV), the sender can adaptively select the optimal signal strength according to its current environmental noise level.

To obtain current ambient noise level, the sender records 0.1-s background noise sample after it generates MFSK modulated data signal. By processing the background noise sample, it can estimate the current noise level around the carrier frequency bandwidth; subsequently, the sender is able to determine the optimal data signal strength and scale the modulated acoustic signal accordingly right before transmission. In addition, we set an upper threshold for the data signal strength to ensure that the jamming signal is at least 10 dB stronger than the data signal for security guarantees. For example, assume the maximum decibel level of the sender’s speaker is 60 dB, then the upper threshold of the data signal is defined as 50 dB. Note that the jamming signal is always transmitted at the maximum decibel level of the receiver’s speaker, and we assume the receiver’s speaker and the sender’s speaker have approximately the same power limitation in practice. During an acoustic communication, our system aborts if the environment is so noisy that the estimated optimal data signal strength exceeds this threshold. When the aforementioned scenarios occur, the user is given a notice indicating that current environment is too hostile for secure communication and encouraged to try again later.

D. Jamming Signal Generation

The receiver needs to generate and transmit the jamming signal to protect the sender’s data signal. The length of each communication session (period) is specified by a parameter $\ell_s$, and $\ell_s$ is predefined to be 0.5, 1, or 2 s in our system prototype. The jamming signal should be prepared in priori to each communication session. Since the power of a smartphone speaker is limited, we have to distribute the noise energy in an effective way. The receiver first generates a random white Gaussian noise signal for $\ell_s$ seconds in the time domain. It then takes Fast Fourier Transform (FFT) to map the signal to the frequency domain and minimizes all the power amounts other than those frequency ranges where the carrier frequencies may lie. The receiver then takes the Inverse FFT (IFFT) of the shaped Gaussian signals as the prepared time-domain jamming signal. For instance, assume the data signal is modulated by FSK with $f_c = 9$ kHz, $\Delta f = 1$ kHz, and $M = 2$. The jamming signal is shaped to cover the frequency range 8.5–10.5 kHz. Fig. 6 depicts the periodogram power spectral density comparison between the generated jamming signal and the data signal. As we can see, these two peaks (at 9 and 10 kHz) of the data signal are well covered by the receiver’s jamming signal.

On the other hand, we notice that the jamming signal generation process is quite computationally expensive for the smartphone environment. For example, generating a 2-second jamming signal with sample rate 44.1 kHz takes more than 3 seconds on a Samsung Galaxy S3 smartphone. To keep the acoustic communication smooth, we let the smartphone prepare $n_j$ sections of jamming signals with length $\ell_s$, offline, where $n_j = 20$ in our prototype. Those jamming signals are stored as monotone...
Pulse-Code Modulation (PCM) 16-bit waveform audio files (WAV files) with sample rate 44.1 kHz, which requires roughly 10 MB storage for \( n_j = 20 \) and \( \ell_s = 2 \). Upon request, the receiver loads one jamming signal for the short-coming communication sessions, and then it refills the “jamming signal pool” after the communication.

### E. Removing the Jamming Signal

In the smartphone environment, it is impossible to adopt the jamming signal cancellation technique used in many existing friendly jamming-based radio communication systems. For example, in [22], the jamming signal is cancelled by an antidote signal transmitted by a special transmit chain connected with the receive chain through a so-called self-looping channel, where the antidote signal is carefully chosen to cancel the jamming signal at the receive antenna’s front end. Such jamming signal cancellation techniques require specialized hardware, which is not suitable for off-the-shelf smartphone platforms. Therefore, we would like to remove the jamming signal from the received mixture signal without transmitting an antidote signal.

To achieve the task, the receiver needs to estimate the jamming signal component in the received mixture signal. Given its own generated jamming signal, the receiver utilises a frequency selective fading estimation to obtain the estimated jamming signal received by its microphone. \( p(f_i) \) denotes the frequency-selective fading factor for the acoustic signal at frequency \( f_i \), transmitted through the receiver’s speaker–microphone channel. We note that \( p(f_i) \) largely depends on the receiver’s hardware, i.e., the sensitivity speaker and microphone of the smartphone for frequency \( f_i \), and its value is obtained empirically from training data. The algorithm is depicted in Fig. 7. We apply an independent frequency-selective fading function to each frequency track obtained from a Short-Time Fourier Transform (STFT) of the original jamming signal. After independent estimation in the frequency domain, the adjusted signals are combined to the estimate of the received jamming signal by the Inverse STFT.

We also add sinusoid preamble to the jamming signal to facilitate the synchronization process. The data signal can then easily recovered from the estimated jamming signal and the received mixture signal. As illustrated in Fig. 8, the estimated jamming signal (denoted as \( s_j(t) \)) and received mixture signal (denoted as \( r(t) \)) are plotted in dark green and blue, respectively. As can be seen, the red recovered data signal \( (r - s_j(t)) \) preserves good quality using our jamming signal removing technique.

### IV. System Integration and Performance

We implement a PriWhisper system prototype on Android 4.1 OS. Notice that the security level of PriWhisper largely depends on the distance between the sender’s and receiver’s speakers. (c.f., Section V, for discussion.) Hence, we propose an initialization mechanism that can automatically kick-off the communication once the distance requirement is fulfilled. To achieve this task, we utilize smartphone proximity sensors to obtain the distance information between the sender and the receiver. The proximity sensor API of current Android OS can return two values: 0 (“Near”) and 5 (“Far”). The threshold distances are different for various smartphone platforms, ranging from 1 to 2 in. When two smartphone users want to establish a secure communication, they simply tap their smartphones together face-to-face. During this process, the receiver is constantly checking its proximity sensor feedback information, and it starts to record and transmit (play) the prepared jamming signal once the feedback becomes “Near”.

Fig. 6. Comparison of power spectral density.

Fig. 7. Estimation of frequency selective fading.

Fig. 8. Recovering the data signal.
Algorithm 1 Send\((m, f_c, \Delta f, M, T)\)

1: \(x \leftarrow \text{Ch}_{\text{enc}}(m)\);
2: \(y \leftarrow \text{Modulate}(x, f_c, \Delta f, M, T)\);
3: \(s \leftarrow \text{AduioRecord}(0.01s)\);
4: \(a_n \leftarrow \text{Detect}_{\text{background\_noise\_level}}(s)\);
5: \(z \leftarrow \text{Adjust}(y, a_n)\);
6: While ProximitySensor \(\neq\) Near do
7:    Sleep(0.01s);
8: end While
9: While true do
10:   \(n \leftarrow \text{AduioRecord}(0.01s)\);
11: if Noisy\((n) = \text{true}\) then
12:    Break;
13: end if
14: end While
15: AduioPlayback(\(z\));

Algorithm 2 \(\hat{m} \leftarrow \text{Receive}(f_c, \Delta f, M, T)\)

1: \(n \leftarrow \text{Prepare\_jamming\_signal}(\ell_s)\);
2: While ProximitySensor \(\neq\) Near do
3:    Sleep(0.01s);
4: end While
5: \(r \leftarrow \text{AduioRecord}(\ell_s + \varepsilon)\);
6: AduioPlayback(\(n\));
7: \(y \leftarrow \text{Remove\_jamming\_signal}(r, n)\);
8: \(x \leftarrow \text{Demodulate}(y, f_c, \Delta f, M, T)\);
9: \(\hat{m} \leftarrow \text{Ch}_{\text{dec}}(x)\);
10: return \(\hat{m}\).

On the other hand, we should also ensure that the sender’s data signal is transmitted strictly after the receiver’s jamming signal is on. Hence, the sender cannot simply use proximity sensor to initiate the data signal transmission, because the sensitivity and threshold value of different smartphone proximity sensors are not the same. Besides, it is also inefficient if we delay the data signal transmission by a (sufficiently long) constant time, e.g., 0.5 second. Alternatively, the sender can detect the presence of jamming signals itself. When its proximity sensor indicates “Near,” the sender records a 0.01-second background sound sample and calculates root mean square of the amplitudes of the sample. The sender repeats above procedure until the calculated value exceeds a certain threshold \(t_s\), where \(t_s = 2000\) for 16-bit samples in our system prototype. Once the jamming signal is detected, the sender starts to transmit (play) its modulated data signal. Note that the modulated data signal length must be slightly shorter than the communication session length \(\ell_s\) to ensure that the jamming signal is able to cover the data signal during the entire communication. The simplified pseudo-codes for the sender and the receiver algorithms are depicted in Algorithms 1 and 2, respectively.

In our implementation, we use \(n = 255\) and \(k = 131\) as the parameters of the narrow-sense BCH error correcting code, which gives us coding rate \(R_c \approx 0.514\). The channel-encoded data string is then 3-distance randomly interleaved before modulation. Fig. 9 shows the BER performance of PriWhisper for different SNRs in the log-scale where \(T = 2\) ms, \(f_c = 9000\) Hz, \(\Delta f = 1000\) Hz, and \(M = 8\). As can be seen, for SNRs larger than 6.7 dB, the BER reaches zero. We tested our system prototype on various Android smartphone platforms, and it works smoothly across platforms as all the smartphone proximity sensors are located at similar upper front positions. Fig. 10 illustrates an acoustic communication scenario between Samsung Galaxy S3 and Google Nexus S.

During our prototype evaluation, we optimize our prototype to overcome a few encountered subtle problems. For instance,
the above jamming signal detection approach is not suitable to noisy environments, as the data signal may be triggered by ambient noise. To fix it, the sender should transform its recorded sample to the frequency domain by FFT and only check the signal strength of those frequencies around $f_c$ (its carrier frequency). We also noticed that the frequency and shape of the preamble of the receiver’s jamming signal could be distorted if the jamming signal starts while two smartphones are still in motion due to the Doppler effect. This tiny distortion may cause synchronization problems and thus leads to transmission errors. The users are supposed to tap their smartphones together, but the proximity sensors usually indicate “Near” before two smartphones touch. To fix it, we utilize smartphone accelerometer sensors to detect its motion. The jamming signal is held until the receiver’s accelerometer sensor indicates the smartphone is static after its proximity sensor indicates “Near”.

PriWhisper prototype is extensively tested in many noisy hostile indoor/outdoor environments such as restaurants and parks. We find that most types of ambient noises have limited effect on the performance of PriWhisper, as their frequencies are way below PriWhisper’s carrier frequencies and thus can be filtered. Table I shows the performance evaluation results of our PriWhisper prototype on Samsung Galaxy S3 smartphone platforms for both indoor and outdoor environments. As can be seen, there is a small package error rate (PER) (1.5%) for the outdoor environment when $M = 8$. The reason is that there is a large “vulnerable” (carrier frequencies) spectrum where $M = 8$ and the outdoor ambient noises are changing all the time. Those package errors are due to sudden noise boosts during the transmission.

We also study the battery consumption of our PriWhisper prototype on many Android platforms. Fig. 11 depicts the remaining battery percentage after 1-h continuous PriWhisper acoustic communication between Google Nexus 4 smartphones. As can be seen, the sender has approximately 87% battery left while the receiver has about 85% battery left. The reason why the receiver costs more energy than the sender is because the generating high-quality jamming signals are more computationally intensive than data modulation.

To study the usability of PriWhisper, we test the prototype on 50 participants (students/staff/faculties) on campus. Among them, majority are graduates and post-graduate students. The task is to send a picture from one smartphone to another (by a simple touch). Not surprisingly, all the subjects can accomplish the task efficiently regardless their previous NFC experiences. In addition, there is no strong correlation between the time needed to accomplish the task and the participants’ gender or age, etc.

### V. Security Analysis

#### A. Security Against Signal-Sensor Passive Adversaries

We first show that PriWhisper protects the confidentiality of the transmitted data against signal-sensor eavesdroppers. We adopt the notion of secrecy capacity as defined in [23], using the difference in the mutual information between the sender and the legitimate receiver versus the eavesdropper to quantify our system confidentiality. Let $s_1$ be the data signal that has zero mean and variance $\sigma_1^2$ and $s_2$ be the jamming signal that has zero mean and variance $\sigma_2^2$. Assume that the channel noise $e_i$ follows Gaussian distribution with zero mean and variance $\sigma_e^2$. The acoustic mixture signal obtained by the adversary’s sensor $R_i$ can be expressed as

$$x_i = h_{i1}s_1 + h_{i2}s_2 + e_i.$$  \hspace{1cm} (2)

Suppose the legitimate receiver $Y$ is able to obtain signal $y = h_y s_1 + e_y$ after removing its jamming signal, where $e_y$ has the same distribution as $e_i$, then the secrecy capacity can be expressed as

$$\tilde{C}_{sec} = I(Y; S) - I(R_i; S)$$

$$= \log \left(1 + \frac{|h_y|^2 \sigma_1^2}{\sigma_e^2}\right) - \log \left(1 + \frac{|h_{i1}|^2 \sigma_2^2}{|h_{i1}|^2 \sigma_e^2 + \sigma_e^2}\right).$$

Hence, we can bind $I(R_i; S) < \kappa$, where $\kappa$ is the security parameter. To achieve better security guarantees $\sigma_2^2$ should be significantly larger than $\sigma_1^2$. However, there is always a trade-off between the usability and security. It is easy to see that the lesser the $\sigma_e$, the higher the $\tilde{C}_{sec}$ that our system can reach; therefore, it is favorable to operate PriWhisper in quiet environment. On the other hand, it is not clear whether the system is still secure if the eavesdropper is able to control multiple sensors located at arbitrary positions, and thus we examine the advantage of a multiple-sensor eavesdropper in Section V-B.
B. Security Against Multiple-Sensor Passive Adversaries

We now show that extra sensors cannot increase the adversaries’ advantages when they are outside the “safe perimeter.” Intuitively, we are going to show the mixture signals obtained by the adversaries’ sensors are very close to linear combinations of each other. Fig. 12 illustrates a communication scenario in the LOS channel model, where the distance between two signal sources is denoted by \( d \) and \( R_i \) is an arbitrary sensor, whose location is uniquely determined by the parameters \( \alpha, \beta, \theta, \) and \( L \). Let \( L_{1,i} \) and \( L_{2,i} \) be the distances between the signal sources to the sensor, respectively. We can express their distance difference as \( \Delta L = |L_{1,i} - L_{2,i}| \).

By plugging in the frequency-selective fading function \( p(f_c, \ell) \) to the above distance, we deduce the channel difference \( \Delta h_{f_c} = |h_{1i} - h_{2i}| \) as

\[
\Delta h_{f_c} = p\left(f_c, L_i/\cos(\theta) + \Delta L/2\right) - p\left(f_c, L_i/\cos(\theta) - \Delta L/2\right).
\]

For simplicity, assuming the fading function is homogeneous and uniform, we have

\[
\Delta h \approx \frac{dL \cdot p}{\sqrt{8L^2 - 4\tan(\theta)Ld + d^2}}.
\]

Taking any two received mixture signals \( x_i \) and \( x_j \) in form of (2), we have

\[
x_i = h_{i2}(s_1 + s_2) \pm \Delta h_i \cdot s_i + e_i
\]
\[
x_j = h_{j2}(s_1 + s_2) \pm \Delta h_j \cdot s_j + e_j.
\]

Recall that PriWhisper adaptively adjusts the data signal strength according to the noise level, say \( \text{E}_{b}N_0 = 8 \) dB in practice (c.f., Section III-C). Therefore, when \( \Delta h_i \) and \( \Delta h_j \) are small, it is difficult to distinguish \( x_i \) and \( x_j \) from \( h_{i2}(s_1 + s_2) + e_i \) and \( h_{j2}(s_1 + s_2) + e_j \) respectively. So, \( x_i \) and \( x_j \) are nearly linear combination of each other.

In order to determine the relationship between \( d, L, \) and \( \Delta h \) in reality, we conduct an eavesdropping experiment on Samsung Galaxy S3–Google Nexus S. Two sensors (microphones) \( R_1 \) and \( R_2 \) are placed at within 30 cm distance to the communicating smartphones. To maximize the signal component difference of the received signals, they are aligned in the line \( R_1-S_1-S_2-R_2 \). To capture the notion of how close the received signals are linear combination of each other, we define the channel similarity as

\[
\varepsilon = \left| \frac{h_{11}}{h_{21}} - \frac{h_{12}}{h_{22}} \right|.
\]

Fig. 13 plots the smoothed channel similarity curve \( \varepsilon(d) \) for \( d \in (0, 30] \) based on our experiments. As can be seen, \( \varepsilon(d) \) drops exponentially, when \( d \) tends to 0. For instance, the recommended PriWhisper working distance is less than 0.5 cm, which gives us \( \varepsilon < 0.03 \). We can deduce a safe distance by combining this number together with an approximate sound attenuation factor. Assume that a sound wave is propagated from \( a \) to \( b \) in distance \( \ell \), and let \( A_a \) (or \( A_b \)) be its amplitude at location \( a \) (or \( b \)). By the inverse square law, it is well-known that \( A_b = A_a \cdot e^{-n \ell} \), where \( n \) is the attenuation coefficient. However, the actual decaying effect depends on many factors, including carrier frequency, humidity, temperature, etc. In practice, we assume that the acoustic environment is a semi-reverberant field in which the sound with carrier frequency of 9–17 kHz decays by at least 10 dB when it passes the first 2 m at a relative humidity of less than 50% and temperature of above 15 °C. Given the SNR = 8 dB and \( \varepsilon < 0.03 \), we can see the variances of the channel noise \( e_i \) and \( e_j \) are roughly 100 folders larger than the channel difference. Hence, using extra sensors cannot provide additional advantage to the eavesdropper if all the sensors are 2 m away from the signal sources in practice. We also conduct the outdoor acoustic signal decay experiment to validate the above security claim. As shown in Fig. 14, the SNR of the data signal already drops to nearly 0 at locations with 1.5 m distance in a standard PriWhisper communication scenario.

Remark: Most smartphone platforms are equipped with two speakers: in-call speaker and main speaker (also known as rear speaker in Android platforms). The location of the main speakers may be different for different smartphone platforms; nevertheless, their in-call speakers are always located at the same place near their proximity sensors. If one or both smartphone(s) use(s) the main (rear) speakers for acoustic communication, the
actual distance between the signal sources is larger than the distance between these two smartphones. For example, when a Galaxy S3 and a Nexus S are aligned face-to-face at a distance of 0.5 cm, the distance between their two rear speakers are about 1.5 cm. Fortunately, the decibel levels of the in-call speakers are sufficient for acoustic communication on almost all recent smartphone platforms. Since the distance is a very important security factor, both data signals and jamming signals are transmitted by the smartphones’ in-call speakers in our PriWhisper prototype. When old smartphone models are used, the users can always switch to main speakers, pursuing better usability. However, it may slightly decrease the system security strength.

C. Inseparability of the Mixture Signal

The system security may break down if the adversaries can separate the data signal and jamming signal using multiple sensors. Hence, PriWhisper’s data confidentiality also largely depends on the hardness of separating the data signal from the eavesdropped mixture signals. In this section, we examine the feasibility of signal segmentation using ICA. The adversary’s received mixture signals $x$ can be expressed as $x = H \cdot s + e$. Ignore the channel noise $e$ for simplicity, the task of an ICA approach is to find an unmixing matrix $W$, and ideally we should have $W \cdot H = I$. If succeeded, the eavesdropper outputs

$$\begin{bmatrix} \hat{s}_1 \\ \hat{s}_2 \end{bmatrix} = \begin{bmatrix} w_{11} & w_{12} \\ w_{21} & w_{22} \end{bmatrix} \cdot \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \cdot \begin{bmatrix} s_1 \\ s_2 \end{bmatrix} = \begin{bmatrix} s_1 \\ s_2 \end{bmatrix}.$$  

Obviously, the separability of the mixture signals is directly connected to the invertability of the mixing matrix. The accuracy of ICA algorithms decreases dramatically when the mixing matrix is a nearly rank deficit matrix. Here, we can use the concept of $\varepsilon$-rank to quantify the (in)separability of the data signal and jamming signal:

$$\text{Rank}(A, \varepsilon) = \min_{\|A - B\| \leq \varepsilon} \text{Rank}(B).$$

Here, the matrix norm is defined as

$$\|M\|_p = \sup_{\|x\|_p = 1} \|Mx\|_p.$$  

When 1-norm or 2-norm is used, it is straightforward to show the $\varepsilon'$-rank of the mixing matrix $\text{Rank}(A, \varepsilon') = 1$ using the linear combination arguments in the previous section for some $\varepsilon'$. The channel noise factor further decreases the success rate of ICA in practice.

We validate the inseparability of the data signal and the jamming signal using state-of-art ICA algorithms. During the simulated attack, the adversary’s sensors are located approximately 1 meter away from the communicating smartphones. As depicted in Figs. 15 and 16, the left columns are the data signal (red) and the jamming signal (green); the middle columns contain two received mixture signals $x_1$ and $x_2$; the right columns contain the estimated (recovered) signals. As can be seen, the adversary can successfully separate the data signal and the jamming signal when the sender and receiver are 30 cm away; whereas, the estimated signals are nearly random when the distance between the sender and the receiver is 1 cm.

VI. APPLICATIONS

PriWhisper has many potential security-sensitive smartphone applications such as devise pairing, personal authentication, and user data exchange. In this section, we present AcousAuth—a novel smartphone empowered system that utilizes PriWhisper for personal authentication.\(^1\)

In particular, the AcousAuth utilizes PriWhisper in the smartphone and cloud-based terminal scenario, where the client uses his/her smartphone as a secure contactless credential to authenticate himself/herself. The system consists of three main entities: a user authentication running on user’s smartphone, a web-browser-based graphic user interface (GUI) running on a computer, and a cloud-based online acoustic signal-processing terminal running on a virtual private machine (VPS). In order to achieve platform independent, we implement online GUI based on HTML5 technique, due to the fact that HTML5 has brought a surge of access to device hardware and its Web Audio API supports local microphone stream access and self-jamming signal broadcast.

At the beginning of an authentication phase, the smartphone first authenticates the user through a password or biometric-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone sends the DataSignal to the target cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme.

At the beginning of an authentication phase, the smartphone first authenticates the user through a password or biometric-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme. The smartphone first sends the DataSignal to the cloud-based server using a web-browser-based authentication scheme. Once the user is authenticated, the smartphone sends its stored secret to the target server using a web-browser-based authentication scheme.
the cloud for signal processing and authentication. Finally, the cloud server replies its decision back to the front-end UI.

With very little modification, such system can be extended to an acoustic mobile payment system. Hence, we can turn the smartphones into magnetic stripe cards. Unlike Google Wallet, the bank card information is only stored in the user’s own smartphone instead of a third party server. Therefore, the users’ private bank card information is safe as far as their smartphone is not compromised.

VII. RELATED WORK

Friendly jamming technique was first proposed by Negi and Goel [25] in 2005. In their work, the jamming signals are generated from the null space of the legitimate receiver’s channel vector, and thus the jamming signal does not effect the receiver but other eavesdroppers at different locations. Gollakota et al. [22] first extend friendly jamming technique to a single full-duplex receiver in 2011. Their system uses a specialized hardware and thus limits its application in many scenarios. Our work made the novel observation that COTS smartphones can be readily used to implement the so-called “single-channel full-duplex” approach by utilizing the speaker and microphone simultaneously without any additional hardware support. Moreover, the security analysis in [22] is hand-waving without any quantitative evaluation. Our work and the parallel work by Tippenhauer et al. [26] are among the first that (independently) provide the quantitative security analysis for the friendly jamming technique. Both ours and [26] showed the limitation and the attack possibilities in the respective scenarios. We recognized and studied blind signal separation-based attacks such as ICA, while MIMO attacks were discussed in [26]. Upon submission, we noticed that a parallel independent work by Nandakumar et al. [27] is accepted by SIGCOMM 2013. However, their work only focuses on the system implementation aspect, whereas our work also provides rigorous security analysis. We strongly believe that the insight on friendly jamming security presented in our work is very important for the future research.

Recently, Bursztein et al. [28] utilize BSS techniques to attack noise-based noncontinuous audio Captchas. They can show the computer is able to distinguish those audio Captchas at a human-comparable correct rate. In terms of software acoustic modem, Lopes and Aguiar [29] present an aerial acoustic communication system using software modem in 2001. Mostafa [30] released a software modem called minimodem that supports many traditional modem protocols, e.g., Bell 103 on Linux OS. Michel [31] implemented a software modem for Android system supporting amplitude-shift keying (ASK) modulation, and it can modulate data in musical tones. Houmansadr et al. [32] realize a software modem supporting QAM modulation, and they use it to build IP over VoIP to achieve communication unobservability against traffic analysis and standard censorship techniques. Acoustic modems are also used in ubiquitous computing [33] and navigation systems [34]. Recently, there is a trend of utilizing acoustic communication technologies in mobile payment systems, e.g., [35] and [36]; hence, we believe PriWhisper could be a great candidate for acoustic smartphone communication with build-in security mechanisms.

PriWhisper versus NFC: NFC requires additional hardware and thus it is not widely supported by various smartphone
platforms such as iPhone series; whereas, PriWhisper is compatible with most off-the-shelf smartphone platforms. In addition, as mentioned before, friendly jamming technique cannot be implemented with current NFC APIs, so NFC is not able to offer build-in security features as PriWhisper does. Both PriWhisper and NFC shares great usability, i.e., the communication can be accomplished by a simple touch. Although NFC may provide higher transmission rate, we believe that PriWhisper’s system throughput is sufficient for most practical security-sensitive mobile applications.

VIII. CONCLUSION AND FUTURE WORK

We designed, implemented, and evaluated PriWhisper, a keyless secure acoustic short-range communication system for smartphones. Its security has been analytically and experimentally studied, especially against BSS attacks. We also presented AcousAuth as an application example. The system throughput of our current prototype is 1 kbps, and we would like to improve the system throughput in our future work. We will also extend PriWhisper to many other major smartphone OSs such as iOS. In addition, we want to examine the feasibility of (military level) vibration-based sound recovery attacks on PriWhisper and study effective countermeasures. As a further improvement, we plan to enhance PriWhisper’s security against active adversaries by utilizing smartphone sound localization techniques to automatically detect the distance of the incoming acoustic signal source; subsequently, it is able to reject unintended signals.
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